
How to train?
Let’s REINFORCE… said Bello et al. (2016)

• Exp. moving 
avg. (boring!)

• Critic (try it!)
• Rollout

(but greedy!)
Similar to
Rennie et al. (2017)

AM vs. PN & baselines (TSP20)

𝔼"𝜽(𝝅|') 𝐿 𝜋 − 𝑏 𝑠 ∇log 𝑝𝜽 𝝅 𝑠

tour length baseline
Good baseline should 
estimate difficulty of 𝑠

Travelling S(alesman|cientist) Problem (TSP)
Goal? Learn heuristic algorithms automatically!
Why? Problem is (NP-)hard, development costly!
How? ‘Translate’ problem into solution…

Math?
• Instance 𝑠 = 𝑥5, 𝑦5 , 𝑥8, 𝑦8 , … , 𝑥:, 𝑦:
• Solution 𝝅 = (𝜋5, 𝜋8, …𝜋:) e.g. (3,1,2,4)

• Model 𝑝𝜽 𝝅 𝑠 = ∏@A5
: 𝑝𝜽 𝜋@ 𝑠, 𝜋5:@C5)

Attention, Learn to Solve Routing Problems!
Fork me on GitHub!

Pointer Networks (PN)
(Vinyals et al., 2015)
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Attention Model (AM)
Encoder

• Compute embeddings of all nodes
• Attention based message passing
Decoder

• Output one node at a time (probabilistic, softmax logits = attention)
• Based on context:

• Graph (what is the problem?)
• First node (where to go?)
• Last node (where am I?)
• Mask (what is already visited?)

Attention Is All You Need (Vaswani et al., 2017)

D𝒉F = BNℓ 𝒉F
ℓC5 + MHAFℓ 𝒉5

ℓC5 , … , 𝒉:
ℓC5

𝒉F
(ℓ) = BNℓ D𝒉F + FFFℓ D𝒉F

𝒒F = 𝑊Q𝒉F 𝒌F = 𝑊S𝒉F 𝒗𝒊 = 𝑊V𝒉F
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𝑝F = 𝑝𝜽 𝜋@ = 𝑖 𝑠, 𝜋5:@C5 =
𝑒^(i)`
∑X 𝑒

^(i)`

seq2seq Travelling Scientist Problem

Example: 𝝅 = (3,1,2,4)

Travelling Salesman 
Problem (TSP)

(Stochastic) Prize 
Collecting TSP 
((S)PCTSP)

Vehicle Routing 
Problem (VRP)
See also Nazari et al. (2018)

Orienteering 
Problem (OP)

Minimize length
Visit all nodes

Maximize total prize
Max length constraint

Minimize length + 
penalties of unvisited nodes
Collect min. total prize

Minimize length
Visit all nodes
Total route demand 
≤ vehicle capacity

Train for each problem, same hyperparameters!

Get the 
code!

Results
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Table 1: Attention Model (AM) vs baselines. The gap % is w.r.t. the best value across all methods.

n = 20 n = 50 n = 100
Method Obj. Gap Time Obj. Gap Time Obj. Gap Time

TS
P

Concorde 3.84 0.00% (1m) 5.70 0.00% (2m) 7.76 0.00% (3m)
LKH3 3.84 0.00% (18s) 5.70 0.00% (5m) 7.76 0.00% (21m)
Gurobi 3.84 0.00% (7s) 5.70 0.00% (2m) 7.76 0.00% (17m)
Gurobi (1s) 3.84 0.00% (8s) 5.70 0.00% (2m) -
Nearest Insertion 4.33 12.91% (1s) 6.78 19.03% (2s) 9.46 21.82% (6s)
Random Insertion 4.00 4.36% (0s) 6.13 7.65% (1s) 8.52 9.69% (3s)
Farthest Insertion 3.93 2.36% (1s) 6.01 5.53% (2s) 8.35 7.59% (7s)
Nearest Neighbor 4.50 17.23% (0s) 7.00 22.94% (0s) 9.68 24.73% (0s)
Vinyals et al. (gr.) 3.88 1.15% 7.66 34.48% -
Bello et al. (gr.) 3.89 1.42% 5.95 4.46% 8.30 6.90%
Dai et al. 3.89 1.42% 5.99 5.16% 8.31 7.03%
Nowak et al. 3.93 2.46% - -
EAN (greedy) 3.86 0.66% (2m) 5.92 3.98% (5m) 8.42 8.41% (8m)
AM (greedy) 3.85 0.34% (0s) 5.80 1.76% (2s) 8.12 4.53% (6s)
OR Tools 3.85 0.37% 5.80 1.83% 7.99 2.90%
Chr.f. + 2OPT 3.85 0.37% 5.79 1.65% -
Bello et al. (s.) - 5.75 0.95% 8.00 3.03%
EAN (gr. + 2OPT) 3.85 0.42% (4m) 5.85 2.77% (26m) 8.17 5.21% (3h)
EAN (sampling) 3.84 0.11% (5m) 5.77 1.28% (17m) 8.75 12.70% (56m)
EAN (s. + 2OPT) 3.84 0.09% (6m) 5.75 1.00% (32m) 8.12 4.64% (5h)
AM (sampling) 3.84 0.08% (5m) 5.73 0.52% (24m) 7.94 2.26% (1h)

C
V

R
P

Gurobi 6.10 0.00% - -
LKH3 6.14 0.58% (2h) 10.38 0.00% (7h) 15.65 0.00% (13h)
RL (greedy) 6.59 8.03% 11.39 9.78% 17.23 10.12%
AM (greedy) 6.40 4.97% (1s) 10.98 5.86% (3s) 16.80 7.34% (8s)
RL (beam 10) 6.40 4.92% 11.15 7.46% 16.96 8.39%
Random CW 6.81 11.64% 12.25 18.07% 18.96 21.18%
Random Sweep 7.08 16.07% 12.96 24.91% 20.33 29.93%
OR Tools 6.43 5.41% 11.31 9.01% 17.16 9.67%
AM (sampling) 6.25 2.49% (6m) 10.62 2.40% (28m) 16.23 3.72% (2h)

SD
V

R
P RL (greedy) 6.51 4.19% 11.32 6.88% 17.12 5.23%

AM (greedy) 6.39 2.34% (1s) 10.92 3.08% (4s) 16.83 3.42% (11s)
RL (beam 10) 6.34 1.47% 11.08 4.61% 16.86 3.63%
AM (sampling) 6.25 0.00% (9m) 10.59 0.00% (42m) 16.27 0.00% (3h)

O
P

(d
is

ta
nc

e)

Gurobi 5.39 0.00% (16m) - -
Gurobi (1s) 4.62 14.22% (4m) 1.29 92.03% (6m) 0.58 98.25% (7m)
Gurobi (10s) 5.37 0.33% (12m) 10.96 32.20% (51m) 1.34 95.97% (53m)
Gurobi (30s) 5.38 0.05% (14m) 13.57 16.09% (2h) 3.23 90.28% (3h)
Compass 5.37 0.36% (2m) 16.17 0.00% (5m) 33.19 0.00% (15m)
Tsili (greedy) 4.08 24.25% (4s) 12.46 22.94% (4s) 25.69 22.59% (5s)
AM (greedy) 5.19 3.64% (0s) 15.64 3.23% (1s) 31.62 4.75% (5s)
GA (Python) 5.12 4.88% (10m) 10.90 32.59% (1h) 14.91 55.08% (5h)
OR Tools (10s) 4.09 24.05% (52m) - -
Tsili (sampling) 5.30 1.62% (28s) 15.50 4.14% (2m) 30.52 8.05% (6m)
AM (sampling) 5.30 1.56% (4m) 16.07 0.60% (16m) 32.68 1.55% (53m)

PC
TS

P

Gurobi 3.13 0.00% (2m) - -
Gurobi (1s) 3.14 0.07% (1m) - -
Gurobi (10s) 3.13 0.00% (2m) 4.54 1.36% (32m) -
Gurobi (30s) 3.13 0.00% (2m) 4.48 0.03% (54m) -
AM (greedy) 3.18 1.62% (0s) 4.60 2.66% (2s) 6.25 4.46% (5s)
ILS (C++) 3.16 0.77% (16m) 4.50 0.36% (2h) 5.98 0.00% (12h)
OR Tools (10s) 3.14 0.05% (52m) 4.51 0.70% (52m) 6.35 6.21% (52m)
OR Tools (60s) 3.13 0.01% (5h) 4.48 0.00% (5h) 6.07 1.56% (5h)
ILS (Python 10x) 5.21 66.19% (4m) 12.51 179.05% (3m) 23.98 300.95% (3m)
AM (sampling) 3.15 0.45% (5m) 4.52 0.74% (19m) 6.08 1.67% (1h)

SP
C

TS
P REOPT (all) 3.34 2.38% (17m) 4.68 1.04% (2h) 6.22 1.10% (12h)

REOPT (half) 3.31 1.38% (25m) 4.64 0.00% (3h) 6.16 0.00% (16h)
REOPT (first) 3.31 1.60% (1h) 4.66 0.44% (22h) -
AM (greedy) 3.26 0.00% (0s) 4.65 0.33% (2s) 6.32 2.69% (5s)
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