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The Gumbel-Max Trick

Sequence model: 
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Beam Search: expand 𝑘 most 
probable sequences at each step

- “Stochastic Beam Search is the method you’ve been looking for 
if you want  unique samples from a sequence model!”

- “You will never have duplicate samples again!”

- “If you want a principled way to randomize a beam search, 
you should probably use Stochastic Beam Search!”

: Pixabay

TL;DR
Stochastic Beam 

Search finds a set of 
unique samples 

(without replacement) 
from a sequence model.

Experiments

Stochastic Beams and Where to Find Them

Bottom-up sampling of perturbed log-probabilities.

We can recursively compute (9). Write Children(S) as the
as the set of direct children of the node S (so Children(S)
is a partition of the set S). Since the maximum (9) must be
attained in one of the subtrees, it holds that

G�S = max
S02Children(S)

G�S0 . (10)

If we want to sample G�S for all nodes, we can use the
bottom-up sampling procedure: sample the leaves G�{i} =
G�i , i 2 N and recursively compute G�S using (10). This
is effectively sampling from the degenerate (constant) distri-
bution resulting from conditioning on the children.

Top-down sampling of perturbed log-probabilities.

The recursive bottom-up sampling procedure can be inter-
preted as ancestral sampling from a tree-structured graph-
ical model (somewhat like Figure 1) with edges directed
upwards. Alternatively, we can reverse the graphical model
and sample the tree top-down, starting with the root and
recursively sampling the children conditionally.

Note that for the root N (since it contains all leaves N ),
it holds that �N = log

P
i2N exp�i = 0, so we can let

G�N ⇠ Gumbel(0)2. Starting with S = N , we can re-
cursively sample the children conditionally on the parent
variable G�S . For S0 2 Children(S) it holds that �S0 =

log p✓(yS0
) and we can sample G�S0 ⇠ Gumbel(�S0) con-

ditionally on (10), e.g. with their maximum equal to G�S .

Sampling a set of Gumbels conditionally on their maxi-
mum being equal to a certain value is non-trivial, but can
be done by first sampling the argmax and then sampling
the individual Gumbels conditionally on both the max and
argmax. Alternatively, we can let G�S0 ⇠ Gumbel(�S0)
independently and let Z = maxS02Children(S) G�S0 . Then

G̃�S0 = � log(exp(�G�S )� exp(�Z) + exp(�G�S0 ))

is a set of Gumbels with a maximum equal to G�S . See Ap-
pendix B for details and numerically stable implementation.

If we recursively sample the complete tree top-down, this
is equivalent to sampling the complete tree bottom-up, and
as a result, for all leaves, it holds that (G�{i} =)G�i ⇠

Gumbel(�i), independently. The benefit of using top-down
sampling is that if we are interested only in obtaining the
top k leaves, we do not need to instantiate the complete tree.

Stochastic Beam Search The key idea of Stochastic
Beam Search is to apply the Gumbel-Top-k trick for a se-
quence model, without instantiating the entire tree, by using
top-down sampling. With top-down sampling, to find the top

2Or we can simply set (e.g. condition on) G�N = 0. This does
not affect the result by the independence of max and argmax.

k leaves, at every level in the tree we can suffice with only
expanding (instantiating the subtree for) the k nodes with
highest perturbed log-probability G�S . To see this, first as-
sume that we instantiated the complete tree using top-down
sampling and consider the nodes that are ancestors of at least
one of the top k leaves (the shaded nodes in Figure 1). At
every level t of the tree, there will be at most k such nodes
(as each of the top k leaves has only one ancestor at level t),
and these nodes will have higher perturbed log-probabilities
G�S than the other nodes at level t, which do not contain
a top k leaf in the subtree. This means that if we discard
all but the k nodes with highest log-probabilities G�S , we
are guaranteed to include the ancestors of the top k leaves.
Formally, the k-th highest log-probability of the nodes at
level t provides a lower bound required to be among the top
k leaves, while G�S is an upper bound for the set of leaves
S such that it can be discarded or pruned if it is lower than
the lower bound, so if G�S is not among the top k.

Thus, when we apply the top-down sampling procedure, at
each level we only need to expand the k nodes with the
highest perturbed log-probabilities G�S to end up with the
top k leaves. By the Gumbel-Top-k trick the result is a
sample without replacement from the sequence model. The
effective procedure is a beam search over the (stochastically)
perturbed log-probabilities G�S for partial sequences yS ,
hence the name Stochastic Beam Search. As we use G�S

to select the top k partial sequences, we can also think of
G�S as the stochastic score of the partial sequence yS . We
formalize Stochastic Beam Search in Algorithm 1.

Algorithm 1 StochasticBeamSearch(p✓ , k)
1: Input: one-step probability distribution p✓ , beam/sample size k
2: Initialize BEAM empty
3: add (yN = ?,�N = 0, G�N

= 0) to BEAM

4: for t = 1, . . . , steps do

5: Initialize EXPANSIONS empty
6: for (yS ,�S , G�S

) 2 BEAM do

7: Z  �1
8: for S0 2 Children(S) do

9: �S0  �S + log p✓(y
S0

|yS)
10: G�S0 ⇠ Gumbel(�S0 )

11: Z  max(Z,G�S0 )

12: end for

13: for S0 2 Children(S) do

14: G̃�S0  � log(exp(�G�S
)� exp(�Z) + exp(�G�S0 ))

15: add (yS0
,�S0 , G̃�S0 ) to EXPANSIONS

16: end for

17: end for

18: BEAM  take top k of EXPANSIONS according to G̃
19: end for

20: Return BEAM

3.2. Relation to Beam Search

Stochastic Beam Search should not only be considered as a
sampling procedure, but also as a principled way to random-
ize a beam search. As a naive alternative, one could run an
ordinary beam search, replacing the top-k operation by sam-
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• Generate 𝑘 translations
• Plot min, mean and max BLEU score against n-

gram diversity
• Vary (local) softmax temperature from 0.1 (low 

diversity) to 0.8
• Compare:

• Beam Search
• Stochastic Beam Search
• Sampling
• Diverse Beam Search

• Estimate sentence-level BLEU
• Plot mean and 95% interval vs. number of samples
• Compare:

• Monte Carlo Sampling
• Stochastic Beam Search with (normalized) Importance 

Weighted estimator
• Beam Search with deterministic estimate 

Get the paper!

Get the code!

Preliminaries

The ‘Gumbel-Top-𝑘’ Trick

Beam Search

Translation Diversity

BLEU Score Estimation

The Probability Tree

• Each node in the top 𝑘 yields (at 
least) one leaf with the maximum 

perturbed log-probability
• Don’t expand nodes not in the top 

𝑘, since the maximum of their 
leaves is lower than the top 𝑘 leaves 

from expanding the top 𝑘 nodes

If we use the Gumbel-Top-𝑘
trick with Top-down Sampling, 
we only need to expand the top 
𝑘 nodes at each level in the tree

The Key Insight
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𝐺2 ∼ Gumbel(0)
Gumbel noise

𝜙2 = log 𝑝2
log-probability

𝐺@A ∼ Gumbel 𝜙2
perturbed log-probability

=+

max
2
𝐺@A ∼ Gumbel log∑2 exp𝜙2

𝐼 = argmax
2

𝐺@A ∼ Categorical 𝑝2

max and argmax 
are independent

“More magic: sample 
without replacement (also 
known as Plackett-Luce)”

𝐼%, … , 𝐼O = arg top 𝑘
2

𝐺@A

𝑃 𝐼% = 𝑖%, … , 𝐼O = 𝑖O =R
S,%

O 𝑝2T
1 − ∑ℓ,%

S0% 𝑝2ℓ

“Mathemagic with prof. Gumbeldore: 
sample from the Categorical distribution”

“Method to find high 
probability sequences 

from a sequence model”

CA

CCCAACAA

CCCCCACACCAAACCACA

𝐺@X = max
2∈Z

𝐺@A ∼ Gumbel log[
2∈Z

exp𝜙2

𝑺

𝜙Z =

Noise 𝐺Z ∼ Gumbel(0) is inferred

log-probability of 
partial sequence (“C”)

perturbed log-probability
of partial sequence (“C”) 
=maximum of perturbed 

log-probabilities in subtree

Stochastic Beam Search

Top-down Sampling

Example
Binarese language model

Vocabulary: {Abra, Cadabra}

Idea:  obtain sample from leaf 
nodes using Gumbel-Top-𝑘 trick 

without constructing complete tree

CA CA

CCCAACAA

CA

CCCAACAA

CCCCCACACCAAACCACA

Start from root, sample 
𝐺@X ∼ Gumbel(𝜙Z)
(𝜙Z = log 1 = 0) …

𝐺@X 𝐺@X

]𝐺@X+

… sample children 
𝐺@X+conditionally on
max

Z+∈^_`abcde(Z)
𝐺@X+ = 𝐺@X … … repeat …

𝑃 𝐼 = 𝑖 = 𝑝2

… the result is equivalent to 
sampling Gfg for leaves directly!

1. sample 𝐺@X+ independently, compute Z = max
Z+

𝐺@X+
2. ‘shift’ Gumbels: ]𝐺@X+ = − log exp −𝐺@X − exp −𝑍 + exp −𝐺@X+

The Algorithm

The Key Insight
No need to expand!

… even if we would continue, we 
would only have to expand 𝑘

nodes at each level!


