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Travelling Scientist Problem (TSP)
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Kool et al., 2019

TSP* is (NP-)hard!
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What does it mean?
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‘next location should be nearby’We use HEURISTICS
Can be seen as ‘rules of thumb’

Finding optimal solutions for all problem instances
* unless P = NP

MISSION:

IMPOSSIBLE

Finding acceptable solutions for relevant problem instances MISSION:

IMPOSSIBLE

DEEP LEARNING
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First try (few years back)
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Non-autoregressive approach (Joshi et al., 2019)
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Picture by Joshi et al., 2019

More efficient AND better results!

We can do better!
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Bringing us to DPDP
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QUOTE

TL;DR
DPDP is a flexible framework for vehicle routing 

problems…

…that restricts a dynamic program to promising parts of 
the state space…

…using a heatmap of promising edges predicted by a 
neural network!
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Small side note…
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If you like ‘neural vehicle routing’
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https://www.chaitjo.com/post/deep-learning-for-routing-problems/

https://www.chaitjo.com/post/deep-learning-for-routing-problems/
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Starting July 1st… 

Goal: bring together
Operations Research and
Machine Learning

to solve a static and
dynamic VRP with time 
windows!

EURO Meets NeurIPS 2022
Vehicle Routing Competition

More info? https://euro-neurips-vrp-2022.challenges.ortec.com/
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https://euro-neurips-vrp-2022.challenges.ortec.com/
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The technical part
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Held-Karp DP for TSP (Held & Karp, 1962; Bellman, 1962)
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Dominate

𝐶 𝑆, 𝑖 = min
)∈+∖{.}

𝐶 𝑆 ∖ 𝑖 , 𝑗 + 𝑐).
Set of 
visited 
nodes

Current 
node

DP state

Minimum 
cost to go 
from 0 to 𝑖
visiting all 
nodes in 𝑆

Cost/distance 
from 𝑗 to 𝑖

Find best solution 
for each DP state



TEXT LEFT + PHOTO (S)

Held-Karp DP for TSP (Held & Karp, 1962; Bellman, 1962)

13

Artwork by Vaidehi Joshi, https://medium.com/basecs/speeding-up-the-traveling-salesman-using-dynamic-programming-b76d7552e8dd

DP (top-down or backward view)Brute-force (forward view)

https://medium.com/basecs/speeding-up-the-traveling-salesman-using-dynamic-programming-b76d7552e8dd
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Held-Karp DP for TSP (Held & Karp, 1962; Bellman, 1962)
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DP

Brute-force

Dom
inate

Dom
inate

Dom
inate

Dom
inate

Forward view

Still impractical!
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Held-Karp DP for TSP (Held & Karp, 1962; Bellman, 1962)
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Restricted DP

Beam search

Forward view

𝑂 𝐵𝑛 or linear

𝑂 𝐵𝑛 or linear

We need a 
good policy

to restrict the 
search space!

Malandraki & Dial, 1996
Gromicho et al., 2012
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Deep Policy Dynamic Programming (DPDP)
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DPDP

Forward view

𝑂 𝐵𝑛 or linear

For each iteration
• Expand solutions
• Remove dominated solutions
• Select top 𝐵 according to policy
• Repeat

Policy: select top 𝐵 solutions that maximize the score.

Picture by Joshi et al., 2019

SCORE = HEAT + POTENTIAL

Heat of edges 
in solution

Heat
ℎ.) ∈ (0,1)

Estimate for 
unvisited nodes 

based on remaining edges

Potential 
avoids 

‘skipped 
nodes’

https://arxiv.org/abs/2102.11756

https://arxiv.org/abs/2102.11756
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Deep Policy Dynamic Programming (DPDP)
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https://arxiv.org/abs/2102.11756

For each iteration
• Expand solutions
• Remove dominated solutions
• Select top 𝐵 according to policy
• Repeat

𝑂 𝐵𝑛 or linear

Forw
ard view

https://arxiv.org/abs/2102.11756


TEXT

Experiments
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Results (TSP/VRP)
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Results (TSP with time windows)
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Quality vs. computation
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Ablations
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Deep Policy Dynamic Programming (DPDP)
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•DP is flexible framework for many VRP variants e.g. time windows

• Suitable for GPU implementation
•Natural trade-off compute vs. performance -> asymptotically optimal

• Supervised training based on example solutions
• Test time: only evaluate NN once!

https://arxiv.org/abs/2102.11756

https://arxiv.org/abs/2102.11756
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